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Abstract

An ()if-line version of tit(' Wall Int(,rfl,rence Corre<'-

t ion System (\VICS) has t)een implemented for the

NASA Langley Nat iotml Transonic Facility. The cot'-

re('tion cal)al)ility is currently restri(:ted to corrections corr
fbr solid wall interferen('(, in the re(M(,1 pitch plane for F
_[a('h illlIill)el's less than 0.45 due t() a limitatiou in i

80
tunnel calil)ration data. A study t() assess output sell-
sitivity tt) the aerodynamic i)arameters of Reynolds T

lllllll[)el' alld ._[a('h lllllll[)el' wi.is COll(tllCt(,(l ell this ('()(h, _r'
,2N2

to further ensure quality (luring the corre('tion process.

In addition, this paper includes an investigation imo

1)ossible correction due to a semispan test techni(lu(,

using a non metric standoff an(t an imt)rovement to

the standard data rejectiotl algorithm.
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Nomenclature

Nondimensional drag ('ooflicient
Nondimensiolml lift coefficient

Math number

PleSsllre

Ilevnolds nunlher per unit length

Axial velocity determined 1)v calibrati(m

Free-stream velocity

Velocity l)erturl)ati(m: x, !i, z componelltS
Cartesian t)ody axes

Angle of attack

Angh' of sideslip
('orr(,ction
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Introduction

The subject of wall interference has broadened im-

mensely over the l)ast ('entury. Classical correction

methods for this effect incorl)orate a nmthemati('al

boml(tary condition for the wind tunnel walls. N(m-

dimensional t)arameters have been tabulated an(t a

mmfl)er of fi)rmulas t() ('()rrect spatial/y-varying wall-
iltterference for aircraft-like models have 1)een (loen-

mente(l in texts such as AGARDograph 109.1 More

often facilities at'(' testing in regions that exceed the

design specifications of the facility. Increase<t model

size, for instance, nlay introduce larger amounts ,)f

I)lockag, e an(/ lift interference than the classical meth-

ods can prot)erly han(lh'. Modern, more cai)al)le
interference-correction methods, inchlding I)(mn(tary

t)ressure methods were recently pul)lished in AGAR-

Dograph 336.'-' The advantage of the I)oundary pres-

sure methods over classical methods is their al)ility

t(_ respond to the actual ('Oll(litions of th(' flow in the

tmme] test section: additionally, boundary pressure

meth<)ds are more coml)lex than classical methods t>ut

Call he implemented for Olfline l)OSt-l)Oillt/l)ost-scall

al>l>licatitms.

Customers are also placing more strillgellt a('('lnacy

requirements on the acquired data. To redu('e the
m)(:ertainties introduced in tmmo] data due t<> the

t)resence of the walls, th(,rel)y enhan(qng data (luality.

NASA Langh'y Research Center has imt)lem('nt('d the
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Wall Interference Correction System (WICS) for solid

wall testing in the National Transonic Facility (NTF).:_

The code was originally developed by Ulbrich et al. l ,
at NASA Ames Research Center for the 12-Foot Pres-

sure Wind Tmmel. The WICS ('o(te uses a modified

Ha('kett (Wall Signature) .Me_hud to determine wall
interference corrections. This method was selected be-

cause it is rapid and robust, and it has minimal impact
on the facility in terms of instrumentation when con|-

pared to other btnmdary pressure methods. A brief

description of the theory behind the WICS method
and the implementation at the NTF is presented.

The Imrpose of this paper is to determine code out-

put sensitivities to aerodynami{: paranmters, supl)ort

systems, mid other input parameters for both semispan
and f'ullspan models. These cases will be sunmmrized

for application during operational use of the WICS
code.

Correction Accuracy Requirements

Before a sensitivity study can Im condu('tod on the

WICS code. it is necessary to ,mderstand the accuracy

requirements t)lace(t on wall interference <'orrections in

general. According to Steinle an(t Stanewsky, 1° the

reqllirenlelltS f()r tralls()ni(' Crllise are d()lllillated ])v

a one count (C/) = 0.0001) a('cura('y for drag for a

transt)()rt-t.vt)e aircraft. Sin('e the WICS code is n()l

used exclusively on transport-type aircraft in cruise, a

more general requirement is nee(ted. Newman and Ev-
erhart ') report the accuracy requirements listed below
in Table 1.

Type of Test Incremental Absolute

High Lift 0.2% C_&CI) 0.4% CL&Cp

Transonic 1/2 count CI) 1 count C't)

Table 1 Generalized Industry Correction Accu-
racy Requirements

Description of the NASA LaRC

National Transonic Facility

Tile NTF ] 1 is a fan-driven, closed-circuit,

continuous-flow, pressurized wind t mmet, which

is capable of testing at cryogenic conditions. The =
test gas is dry air for elevated temperature ot>eration _i

and nitrogen fin" reduced teml)erature operation.

The settling chamber contains four anti-turbulence
screens. A 15:1 contraction ratio entrance cone leads

into an 8.2 feet square cross sectional test section with

six inch triangular corner fillets which extends 25 feet

in length then ()t)ens into a high sI)ee(t diffuser. The
operational enveloI)e <)f the NTF encompasses a large

range of test con(titions. The facility can sustain a
continuous airspeed from 0.1 to 1.2 in Mach number.

Total prcssm'e capatfilities of tile facility range from

15 to 130 psi. The tunnel can el)crate at temperatm'es

ranging from 150°F down to --320°F. These large
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ranges of conttitions allow Reynohts nmnt)er testing

fi'om 3 to 120 lnillion t)er fl)ot. NTF has the catm-

I)ility to independently vary Math munl)er, Reynol¢ts

numl>er, and dynmnic l>ressm'e.

Both fullsl)an and semist)an model momlting sys-

tems are availab|e in the NTF. Fullst)an m()del._ are

supt)orted 11y an aft mt)unted sting. This sting is

attached to a vertically oriented arc sector used t()

change model 1)itch attit.u(h, over a range fl'om -11 °

to 19°. The roll mechanism has a range of -9(1 ° to

180 °. Sidesli l) angles are achieve([ t)y using coml)ined

roll and i)itch angh,s. A sidewall nlounting systcln is

used for semisl)ml models. The angle of attack range

is +180 °. Tilt' center of rotation for semist)an and

fullsl)an models is tunnel station 13 feet.

Currently. the NTF has 459 operational wall t)res-

sure orifices of which the WICS code uses 360. Looking

downstream. Figure 1 shows the cross sectional dia-

gram of the rows of ilressure ports; it also serves as

a nla t) between tile NTF row Immbering scheme and
that used for WICS. Figure 2 unwraps the tunnel walls

to show the current wall orifi(:e layout. The filled port

symbols are an examt)le sul)set of t)ort selections used
fi)r WICS. :_

The Wall Interference Correction

System (WICS)

The foll(>wing presents a brief overview of Ull>rich's

extension of the Hackett wall signature method, in-

cluding theory attd the current implementation of

WlCS in the NTF. A more detailed description is

given by Ull)ri(:h et al. 4-_) and Iyer et al. :_ The

method at>plies a nleasuI'ed pressure boundary condi-
tion which is the tared difference between the in()del
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installed condition and the empt.v tunlwl. The test

artMe is (:o]nt)rised of singularities: a sour('e-sink ('om-

bination is used to ret)resent the fuselage: s<mr('es are

used to rel)resent the viscous set)aration in the wak(,:

and lin(' doul)hqs, typically t)laced on a lifting sut'thce

quarter-chord, are used t.o simulate the effect of lift.

Additionally. a powered simulation can be represented

by proper placement of a sink. ()nee the strengths

of the line (hmbh,ts aim I)rot)ulsion sinmlation sinks

are kllowtt, the signature of these singularities is sllli-

tracted front the tared wall signature. The relnaining

signature is used to deternfine the strengths of the solkt

and wake blockage singularities. Hackett et al. j-''l:+

originally used a "local" least S(lltares fitting t)rocedure

of the wall pressure data, which was labor intensive

/)ecause each t)ressure measurement used in the fit of

the wall signatme had to be individually seh,eted for

eacll data lloint. In an effort to lint)rove the process.

UlbrMJ" introduced a "glottal '' least squares fitting

t)roce(ture that uses all availal)le pressure t)orts. The

its(' of panel (:odes to pre(:ontpute normalized soh]tions

for use in znat(:hing th(, signature was also introduced.

Ull)rich fllrther modified the Hackett meth(M Ity us-

ing t)alance Ineasnred forces and IttOlll(!lltS t() (:alcttlate

the strength (if tit(' (toul)h,t singularities. The nmth()d

uses tared data to assess the wall induced effects on

the test artMe. The tare(t data are el)rained t)y sub-

tracting eml)ty tunnel wall t)ressure t)()rt calil)rations

from the n_odel-installed pressure data to r('Illove first

<)rder effects of the eml)ty tunnel b(mn(lary layer att(l

t)uoyan('y. This taring of the measured data assumes

that the additional se('(md order change in the bound-

Wall Orifice Layout for NTF

ary layer disl)la('ement thickness due t() the model

in the t]mnel is ne_ligil)h,. Norntaliz('d lierturl)ati<m

vehicities are (:ah:ulated from the suits(into t)otential

equation using the metho(l of images, for ea(*h tyt)e

of singularity in ([is(Tete l()('ations in tit(' tnlLlle[. By

superinq)osing th(,se mo(M singularities with their ('or-

resl)_m(ling calculated strengths, interfi,rence velocities

are coIlq)nte(t.

Tit(+ 1)lee "kage interfi,ren('e factor _ is defined t)v

+,+ "r - +'r
c =- + (1)

U+ ( ',

where ui/_:, = 0_1/0:r and ,;I _ _T--_V- hwiden('e

an(t sideslip (:orrections at(' defizwd by

(_+, wi /_*, wT' - w/-
ai - + (2)

I+', v i _ "+ vr - VF

where ['__/['_ is defined by 1 + g. It is important

to note that the integrate(1 effe('! (if the empty lllll-

lml boundary layer growth attd buoyancy due to im-

proper wall (livergenee ar(, ah'eady included in [',. The

"ellll)ty-tllllltel" caliliration l)rovides tit(' t)erturlialion

veh)eity denoted I)y ua, whi('h can 1)e used to eorre('t

the measured mo(h,l-in-tmmel p('rturhati(m velo('ity.

+/r, l)y

II T II! l, -- tl d

- (4)
[', U,

The ratio uT/{, is used to determine the singularity

strengths.
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sut)l)ort system kinematics must also be considel'(,d.

Semist)an and fifllspan mo(M installation details are

provided subsequently.

Code Output Results

Figures 3 - 5 present a sample of the WICS code

outtmt from the NTF for a semisl)an model. Figur(' 3

gives a row-wise COmlmrison of tit(' tare(t signature

with the WICS-fiI wall signature for a single test t)oint

at M = 0.2,(_,,,,, = 24 ° for a senfist)an mo(M. The

symbols rel)resent m(!asured, tared wall perturbation

veh)cities and the solid line represents the glol)al least

squares t)rediction of the code. (One measure of va-

lidity is how well these two match.)

corrections are disl)layed in Figure 4.
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Fig. 3 Wall Signature of a Low Aspect Ratio-High

Lift-Semispan Model at (_,,,.- - 24 °

General Implementation Requirements

To imi)lement the WICS co(te, :¢ several tasks must

first l)e ('omt)lete(l. Thv first task is to ensure the facil-

ity has an adequat(, number of static pressure orifices

on the wall of the test section. (The meaning of ad-

equate will l)e discussed later in this t)al)er.) Next, a

perturbation velocity database (PVD) must be gener-

ated using a l)anel method or the method of images.

This PVD is used in the mat('hing of the tared wall

signature to determine singularity strengths, and to

generate the field of interference velocities so that cor-

rections can be comt)uted.

Once the orifices have 1)een installed, an "'empty tun-

nel" calibration UlUSt I)e l)erformed. This calibration

is a flmction of independent test parameters (e.g., to-

tal t)ressure an(t Mach mmlber) and support system

attitude (e.g., pitch and sideslip angles). For semis-

pan models, the empty tunnel calibration is the tunnel

geometry miims the model. For flfllstmn models the

model support system is include(t, and the sting or

1.50

1.25

1 00

"_ 075

050

0.25

000. 5

oeeoOOe• •eeoc•

coco• °°°

me• °°

a •

o " ; 1_ 1'5 ---_o 2'5
%°, Idegl

b) Incidence Correction

Fig. 4 Mean Primary Corrections for a Low As-

pect Ratio-High Lift-Semispan Model

tions are shown for an entire pitch l)olar (or groul) of

data t)oints). Blockage corrections (_) are average(t in-

terference velo(:ities along the fuselage eenterline, and

upwash (incidence) corrections (_t,) are averaged along

the wing three-quarter-chord. Corrections to Ma(h

number (AM) and dynamic pressure (.XQ) are de-

rived from the bloc "kage factor. Coefficient corrections

for the entire t)olar are plotted in Figure 5. Note for

the test point of a = 24 ° in Figure 3 that a blockage

induced correction of ._XM = 0.0025 and a signifi('ant

incidence correction of o:i = 1.33 are deterlnined as

shown in Figure 4. Corresl)ondingly large corrections

1 O1.' 12
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Fig. 5 Coefficient Corrections for a Low Aspect

Ratio-High Lift-Semispan Model

for the ('o('fli('i('nts are also ot)serv('d (Figure 5). Since

the \VICS cod(' (:al('ulates th(' interferenc(, corre('ti(m._

for st)ecifi('d r(d'(,r('n('e t)lalws in a volume surroull(litlg

lho IIl()d(q, (tOllt()urs of Ill(' ('l)rrection variation ('_ul t)o

plot ted.

WI(!S c()d(' resl)onds to the "soft wall .• as Ol)l)()s(,d It)

(tw "hard wall" assumt)tions mad1' in classi('al th(,ory.

If thl,r(' is no correction for wall efl'(,('ts, a l)Seu(lo-

lh,yn()hls numl)(,r eft('('( may hi' (,ml)('(hl('([ in the wind

t llllIl('l data.

Math Number

A('('or(ling to classical wall int(,rf(w('n('e th('ory.

the l)lockag(' factor _ should scale a('('or(ling to th('

Prandtl-Glauert comt)ressil)i]ity fa('tor 3. Figur(' 7

shows tlw l)h)(:kag(' far'for ov('r a data run for s(,vt,ral

Ma('h mmfi)ers. It can I)(, s(,1,n that thl, variation of :7i

at ('onstant lift coeIfi('ient is n()t a linear fun('tion of

Ma('h numl)er: in fa('t, it is a fun('tion of or(h'r great(,r

than or (,(lual to thrt,r. Insuffi('i('nt data exist it) furth(,r

evaluate this t)henom('na: )bert,for('. this is an area f()r

fin'ther study into the tunnel fl()w field t() (l(,termin('

the sour('(, of this l)h('m(m(ma.

Aerodynamic Parameter Sensitivities

The Imrt)ose of this section is to understand h()w

the WICS co(It' rt,sl)onds It) the in(let)(,ndent variation

of R(,ynol(ls Numl)er and Mac'h Numh('r. (Note that

NTF also allows th(' ind('t)endent variation of dynamic

f)ressure, lint no data of this tyt)(, were availabh, for

use in this study.)

Reynolds Number

As previously state(t, boun(tary t)ressul'(, rot,the(Is

alh)w inclusion of actual tunn('] rrst)ons(' in th(, com-

lmtatioll of wall eff(,cts. This is du(' to a resl)OIlSe to

the pressure ('hang(' (htl, t() tlt(' l)oun(lary layer ]wight

('hanging, which is highly det)end(mt on Reynolds num-

ber. This can easily be seen t)3" l)lotting the total

1)loc_g(' factor, c'r. against th(' unt:orr('(:ted lift co-

(,I_('ient, CL,,,,,., for varying Reynolds numt)(,rs at a

Ma('h numl)(,r of (I.2 (see Figure G). Blockage lev-
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Fig. 6 Total Blockage Variation with Reynolds

Number (M = 0.2)

(,Is art, inversely l)rOl)ortional to l_(,ynohls numl)('r,

du(' to higher Reynolds numb(,rs causing t]finner wall

an<l mo(M t)oun(larv layers, corresl)onding to an effec-

tive (:hang(' in tunnel cross-sectional area. Thus the
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Support System Sensitivities

The purt)os(' of this se('tion is t() dis('uss the t)ot(,mial

error cause(l 1)y SUl)l)ort systems. M()(Irl SUl)l)orts for

both fullst)an and semisl)al_ models will t)e discussed.

Futlspan Support Systems

A major (:on(-ern with th(, us(, of the WIt'S ('()d('

in tmm(,Is is the (:()st ()f the flfllsl)an SUl)l)ort svsl(,m

calibration. Whil(' this is nel't,ssary to el)rain me(M-

only wall interf(,I'en('(, ('orre('tions. it can t)e (,xlr(,m(,ly

ext)ensiv(' and on o('casion unfl,asil)le, l.:ll)ri('lP I has

dev(4()l)(,d an alternative method wlfi('h does not re-

quire a SUl)l)ort system ('alil)ration for sting mount('d

m()(h'ls. His ahernativ(' method ret)lac('s th(, sUt)l)ort

system solid t)lo(:kage source singularities 1)y (:hains

of t)oin) (lout)lets. Th('se chains are I)laced ahmg (hi'

SUl)l)ort system cel_terline and are weighted a('('or(ling

to th(' cross-s(,t:tional ar(,a distrilmtion. This nwth()d

(IoPs llOt ('tllTetltly work with post mounte(l models.

In terms of the cod(, s(msitivities, if lht, SUl)l)()rt sys-

tem calil)rati()n can It(, sh()wn to l)e negligil)le, it ('ould

It(, ignored and th(' true (,ml)tV tmmel data could be
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used ill its lilac•. Unforl, unatelv the interference in-

duced by ahnost all fullstmn support systems will cause

a noticeable error in the corrections if' they are ne-

glected. This error in the corrections was also noted

by Murthy. _r'

Semispan Standoff

Questions have been raised concerning th(' calcula-

tion of wall interference corrections with a semisl)an

ntodel stan(ioff SUl)port systetn present. The standoff

contributes to the bl<)(:kage and lift interference in the

tunnel but is non-ntetri(' with respect to the tmlance.

Since the WICS code incorporates data from both the

wall l)ressures and the balance, an inherent inconsis-

tency in the method of correction is introduced.

For a fifllspan model the "enq)ty tunnel '_ wall signa-

tm'e includes the SUl)l)ort hardware, unlike th(! senlis-

l)an te('Imique. Tit(' pressure signature of the standoff

cannot easih, ])e identified an(l removed from the wall

signature, if at all. The flow fiehl produced t)v test-

ing only the standoff is radically different than with

the model installed creating an inconsisten('y (tilemnm.

Two solution al)proaches are I)rosented. First, depend-

ing on the type of testing, th(, standoff bh)ckage may

l)e negle(:te(I. Second, the lift on the standoff can l)e

calculated so the bookkeel)ing of int(,rf(,ren('(, l)econms

(:onsistent.

Studies hay(' l)een perlbrmed to sinmlate the lift in-

terference of the standoff. A transport Sellfispail model

•was tested in the NTF. Centerline ills•lag• I)ressures

were m(,asmed. These pressures where integrated in

tit(' chord-wise direction around the fuselage to obtain

a two-dimensional lift coetficient tbr each angle of at-

tack tested. Milholen and Chokani l" have shown that

the chord Cp distritmtion can be assumed to be ap-

proximately constant fl'om the fuselage centerline l•

the wall (i.e., standoff root to tip) if the standoff is a

two-dimensional extension of the fltselage centerline, iv

These assumptions allow the span-wise integration of

the chord lift across the width of the standoff, thus

yielding a three-dimensional lift cecil%lent..

" " (a)c,. ....= 45) v',/'-')

, h is the height of theHere 7. is the l)er(:ent (:herd and b75-'

standoff normalized by the seinisl)an. Figure 8 shows

the magnitude of the calculated lift. increnlent (hie to

tit(" standoff.

Test data were then corrected with and without the

standoff lift increment. Figure 9 shows this correc-

tion conq)arison. Not. including the lift of the stand-

off (:auses an over t)rediction in the. tflockage. This

haI)I)ens t)ecause the value of lift. is changed and the

(:orrespon(ting singularities also change. The result of

this increase in lift is that in•re lift interference is sub-

tracted from the wall signature, therel)y, causing the

l)h)ckage interference to l)e lower. Increases are seen in

0o2o l
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Fig. 8 Integrated Three-Dimensional Lift of a

Two-Dimensional Semispan Transport Standoff

the incidence correction due primarily to the increase

in lift.

Walker l_ and Walker et all _') have deternlined th(!

sensitivity of tit(' code to error in the lift mea._ure-

ment. Since the method of (:orrection for the presence

of tit(" semist)an standoff entails only a incremental

ad.justment to tit(' measured lift,, this can be treated

as causing an error to occur in the lift measurenmnt.

Given this logic, ('orrection for tit(, t)resence of the

semisl)an stan(toff may be safely negle(:ted when the

lift generated hy th(, standoff falls within the ge.neral-

ized corr(,t'tion accuracy requirenients given in Table 1.
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Effect of Standoff Lift on Primary Correc-

Other Sensitivities

In an effort to reduce the influence of outlying data

on the global least squares solution, a data rejection al-

gorithm was implemented in the WICS code. This se('-

tion addresses the standard data rejection algorithm of

the WICS code. The primary topic of discussion will

be the algorithnl's interaction with the sensitivities.

Two different tyl)es of improvenmnts are sugge,_,ted.

The first involves a more statistically meaningfifl rejec-

tion algorittnn, and the second involves a more robust

matrix solver that is not easily biased by outlying data.

Standard Data Rejection Algorithm

Currently, the algorithm rejects data based on two

criteria. The first test performe(l is an absolute range
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check. If wall signature data excee<ls 20</< of tilt' cot'-

r(,sp<mding emt)ly tnmM calibration, those data are

not used ill tilt, corre<'ti(>n calculation. The second

test attempts to locate and remove outliers. It does

so by calculating the average difference between the

tared wall signature and the wits fit. Data whose ab-

solute difference is greater than 3 times tilt, RMS of

tilt, average difference are removed fr(>m die, calcula-

titre. Essentially, the classical form of the standard

deviation is used and data which lit, more than three

standard deviations fl'om the mean are rejected. The

saml)h, varianc(, is COmlmte<l as follows:

.,2 = 5-;=(", ..... - "s, )=' tO)
N-P-1

v,'h('l'(' tlt,,,,, is th(' measme<[ in tunnel p(,rturl)ati<m

v(,h)city, t(f,¢ is tilt' ('ah:ulate<t least squares fit ()fut,,,,,

N is th(' numl)er of active l)or)s, and P is tilt'nmnber

()f ])aFalll('t('l'.":, or dilll('llSiOllS ill tll(' sohltiOll Ill'OCt,,%'-;.

Not(' that ill tilt' original version of \VICS tilt, value

of P was set t<) zero, l)ut this hacl very little effect

on the calculated variance du(, t(> th(, large \'alue of

N (260-290 in NTF). ()no'(, th(,s(, tests art, I)erfornmd,

tilt! t:ah'ulati(m l)r<)cedure is ()nly allowed to continue

if' mort, than 60 i)oI't values remain in th(, ('a[culation.

Th(, flow fi('hl is then split int() three parts: upstream

of th(' nlo<h'], around the model, and downstream of

the model. The active wall pressure p<)rt distri])ution

is calculated and rel)orted as a percentage of the total

active i)t)rts in each area t)f the flt)w fiehl.

The data rej(,ction algorithm was evahtat(,d folh)w-

ing sore(, concern thai valitl <lafa wer(' being <lis('arde(t.

Normally this would not l)e an issue sin('(, tilt, VCICS

code comlmtes a gh)bal least squares fit of sev(,ral hun-

<h'ed wall l)r(,ssures using the meth()d of singular value

<lecomt)osition tt) <h,t(,rmine the l)h)ckag(' singularity

strength aim tht,rt,l)y tho blot:kago. So lit(, loss of a

r(,la_ively small numt>er (>f valid data l>oims hasically

has litth, tt> m> eflbc) on the solution. However, the

port pla('ement scnsitivities were <lefined by Walker l_

and Walkt,r ctal.. I' and regions t)f critical measure-

m(,nrs were established. Ports around tilt, m<)<M and

wak(, singularities are imt)lMtly wt,ighted mort, heav-

ily than those further upstream <)r <I()wnstrt,am. Tile

implici) weighting at)l)roximat01y varit,s as lilt' invers(,

()f th(, square <)f the (listance from th<, singularity to

the wall port fl)r stmr('es (i.e., influence decays quickly

with distaime). The implicit weighting fi)r d<nlblets

decays as the inv(,rse of tilt, cult(, of th(' radial distance

fl'om the singularity t() tilt, wall port. Accor<lingly,

th<, loss of valid measurements in regions of relatively

strong influence can adversely affect th(, s(,nsitivities

of th(, output ('orrecti<ms.

The efliwt <)f the data rejt,ction alg<)rithm on the

wall signature is shown in Figure 10. This figm'(' con-

tains four ret)resentative rt)ws of data near th(, model

(Figur(,s l(}a-10d) and a break out (>f wall signature

<:oml)()nt,nts fl>r a rt)w (Figure i0('). Th(' filh'<l ciI'ch's

rq)r(,sent data that were retained after (,xe('utiou ()f

th(, data r<j(,('tion algt)rithm. Data that w('re r(:je<'tt'd

art' indi(:att,d l>v the Ol)('n cir(qes. Th(, solid line is lit('

WI(!S ('al('ulated fit of th(, retained (rata. Tht' <'()d('

was again ('xecute<l but forced it) kt,ep all wall (lala.

This yiehle(l a fit of all tht, data <)r the lolal fit, which

is d(,n()tt,d by the dashed lint,.
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Fig. 10 Data Rejection Algorithm Effect on the

Wall Signature of a Low Aspect Ratio-High Lift-

Semispan Model at <)..... = 2.1"

As can be seen from Figure 10e, res()hltion of the

wall signature is lost when wall data ar(' rt'.je<:ted. This

is evi(h,nced by the straight line (:OllIl0('tioli amtmg the

rejected data in the retained data CIIFV(LS. Since the

only change between the two cases is tile inclusion of

wall data that wouhl have otherwise l)e(,n re.letted, the

doul>h'( strengths rel)resenting the lift <'Oml)(ment ()I'

tile wall signature remain imchange(l. Even though th('
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strengtils remahl the same. the litt signature changes

when all the wall nmasurelnent t)oints are inchlded

because the wall flow fiohl has been resolved in finer

detail. This in turn has a direct iml)aCl on the teast

squares solution of the solid and wake blockage singu-
larities since a differem w-thle for the lift imerferenco

has t)een subtracted at tile l)revi()usly rejected ports.

Tit(' effect of lit(' data rejection algoritlm! on tim In'i-

mary corrections is shown in Figure 11. The overall

result is tiiat rejection of the valid data near tilt, model

singularities caus('d the code to over predict blockage

and. in tin'n, the correction to model incidence. The

conclusion is drawn that wlwn valid data in regions

of high sensitivity are discarded a true gh4)aI solution

camrot be determined.

0.016 16

0,014 • Retained _ 1 4

0012 Retained {xi [deg] , * _

Total r • * 6 *c " 1 2

c_ 0 008_

0006 " _"_ -_ 08 "_
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Fig. 11 Data Rejection Algorithm Effect on the

Mean Primary Corrections of a Low Aspect Ratio-

High Lift-Semispan Model

Improved Data Rejection Algorithm

Taking into account the regions of high sensitivity

near the model singularities and the WICS mathenmt-

ical model, a modification to the calculation of the

standard deviation has been deveh)t)ed to lint)rove the

data rejection algorithm, The \VICS mathematical

model c(mtains two descriptive varial)les with no con-

stant term

A_% x2 (y**

where the elements of A are determined from the

PVD, the elements of B are determined t)y subtracting

all but the blockage component fi'om the measured wall

data, and the elements a. and a** are the solid rob

ume and viscous wake blockage singularity strengths,

respectively.

One of the major issues is that the residuals (ut,,_ -

ulit ) are not normally distributed. From this, it can

t)e inferred that 'u.ii t is not the true mean of the wall

data. This fact is quite possibly due to tire low order

of the mathematical model of the flow feld (/.e., there

are insufficient degrees of freedom in the mathemati-

cal model to allow for the solution of the true ntean.

even if no error is present in tiw data). Given this

reasoning, it is easily understood why the data in Fig-

ure 10 were rejected. Us(' of o/it as the sample mean

has biased the calculation of the standard deviatiolL

thereby under-inflating tim conlid(,lWe interval s(,t to

r('.iect tiara. Now that it is un(h'rstoo(l that ,lfi t is a

biased estimator fbr the sample mean of ut,,,, a t)(,tter

estimate of the confi(lence interval ('an 171, constructed

])v aSSUlnitlg that a.fi¢ is a low-order estimate o| the

samt)le mean. This means that the corresl)onding de-

grees of freedom in the solution shouh[ I)e reduce(t su('h

that a prot)(w inflation of the (:oIlfi(ten('e interval can

be achieved. Tire reduction in th(, lmmber of degrees

of fre('(hml ('an l)e a(qfieved Iry ('onsi(lerirlg t h(' lint)licit

weighting of tit(' singularity strengths based ()n tit(, ra-

dial distance fl'om the m()del sinp;ularities to lh(, wall

pressure ports.

Define r. as the nfinimum radial distaime from a

singularity to a wall pressure port. Then a weighting

(lI') of the influence each wall t)ressure port has (m the

solution ('an ])(' (tetermin(,d fl)r a som'('e l)v

and for a doul)let 173"

I1/ = _. (9)

Tit(' numl)er of effective wall orifices (N,,,) in the tun-

ILel is calculated by sunllniltg the influential weights of

each orifice
N

= X I1"/ (10)X.,

i=1

Philosophically, II" should t)e determined for each silt-

gularity solved for, a. and c***, and the number of

(,fl'ective wall ports, N,,, is the difference between tire

union anti intersection of the sets.

N., = lI's.. U II'i... - II'i.. N 1I'i... (11)

where I1",,. and II',,.. (tenote the set of weights for

each wall t)ort based on the (tistance to the respective

singularity. Tile sample variance is then calculale(t by

s2 = _7. (ut, .... _ ufit)2 (12)
N,,, - P - 1

where P is the number of parameters or descriptive

variables in the mathematical model, for the WICS

code P = 2. Us(' of this method allows a more

l)roper inflation of the confidence interval such that

data which are truly outlying and have a t)ot, endal of

biasing the solution will have a mu(:h better t)r(,babil-

ity of detection and removal.

Solutions using Robust Regression Techniques

As an alternate solution to the problem of outlying

data, robust regression methods have I)een evaluated

8 OF 12

AMEItlCAN INSTITUTE OF AERONAIrTI('S AND ASTIIONAI_TICS PAPErl 2001 2,121



for use in solving the solid volume and viscous wake

blockage singularity strengths. Ttle tlietllo(ls of Least

Median of Squares (LMS) and Least Trinmwd Squares

introduced by Rousseeuw and L('roy 2° w(,r(' analyzed

as potential matrix so|v(,rs for t|l(, \VI(!S ('t)(h,. Use

of these techniques allows the sollltion setH(' level (If

insensitivity to error ill tlt(' ml,asm'ed data. Th(,rv art'.

however, some (lisadvantag(,s to using th('s(' techniques

with this tyl)e of modeling or simulation. These will I)0

discussed after a presentation of the basic m(,thods. To

facilitate an easier comparisim of th(, r(,gressi()n t(,ch-

niqu(!s, a brief descril)tion of th(, ]east squar(,s m('th()d

is im:]uded.

Cons|tier a general linear mo(l(q with P exl)lanatory

variables, one resl)onse variable, and N data l)oints.

This model can he expressed as

Y_×, =D_,,X,,×_+E_,, (13)

whet(, Y is the )(,sports(, varial)h,, D in th(, matrix

of ('xl)lanatory variabh,s. X is th(' solution v('ctor (if

co(,flicients, and E in tlm v(,t')or of re're)s, whit'h is clas-

sically assmned t() b(, normally distributed with mean

(if zero and unknown variance a-'. Thv r(,lati()n for tit('

solved estimation is exl)r('ss('d as

where the hat d(,notes an estimated l)alamet('r ()r vari-

a|)h_. From thes(, (,xpr(,ssions th(, matrix (if residuals is

define(l as

R,._, - Y .... - Y,,×_ (15)

Th(' nmtho(l of least squar(,s (LS) then ('orr(,st)imds to

N

Minimize _ R 2j l)ased on J(

j=l

(16)

All |mite)rant topic of discussion is tim notion of a

break(lown l)oint. Basically. tim l)reakdt)wn t)()int of

a r(,gr(,ssiim method ('orr(,sl)ontls to th(, l)erc(mtage of

contamination a]]owe(l in tlt{' {]ata set such that if an

(,xact fit exists the m(,tho(] is able to resolv(, it. For

tit(' LS meth()d, its breakdown l)()int is 0(_. hl other

wet(Is, if there exists any tiara (:ontamination th(' LS

m('thoil will not r(,solv0 an ('xa('t fit.

Unlike th(, mean of a sot of data that is influen(:(,d

easily l)v any outlying_ data, th(, median is very rolmst.

This is th(, basis fi)r the LMS m('thod which can I)(,

(,xl)r('ss('(l as

Minimizv medianj R_ based ,)n X (17)

The t)roak(lown point of tim LMS uwthod is 5()(/,

which is th(' hight,st 1)ossil)le vahle: unfoI'tmlat(,ly.

Rouss(,euw has shown that LMS has an almormallv

sh)w (:otlv('r_('llC(' lat(,. Ill all ('ffol't to ill(Tease the ('on-

re)gent(' raw. It(, introduc(,d the LTS m(,thoil. This

moth()d is given t)y

h

NIinimizey" (H_)j: x based on X (1St

j= 1

wher,, (n"),:N < < art"o,de,'ed sq,laled
residuals. The LTS nwthod is similar (o LS with the

cx('(,l)ti()n that the larg(,st residuals art' not in('hl(h,(l in

tit(' cah'ulation. This is Ill(' so ('alh,d trimming of th(,

[,S method. The l)r(,akdown l)oint (If the LTS meth()d

d(,pends (m tile yah((, chos('n for h. A l)r(,akd()wn l)()int

(>f 50IX is achieved when h is al)proxinmtely ))/2.

Th(' matrix solv(,r ill th(' W1CS cod(' was r(,pla<'ed

with both a LMS an<l LTS solver fin" comparison. Th(,

algorithms we)(, a<tal)te<t flom th(' Pr()gram f()r Robust

l'{egrossion (PR()(;RESS) d(,s('ribo<l l)v Roussoeuw and

L(q'oy _° and iml)rove(l l)y R()uss(,euw and Hub(,l't. '-')

Tile br('ak(hm'n points fl)r both methods we)(' set t()

25(/ for r(,asons (liseuss(,d hi,low. The compu)atii)n

tim(> ()I" the full LMS and LTS m(,thods is extr(,nl(,ly

slow ('()llll)are(] to the WICS LS ca]('ulation. Sin('(,

Slm(,d i)f (.()nllmtation was (m(, of the main teas(ms f()r

the ,'lie|('(' of tit(, WICS ('()d('. a sev('r(' in('r(,as(, in ('om-

lmtali()n time is not (h,siral)h,. Fovtmlat(,ly. Rousse(,uw

and Van Driessen ',e haw developed a LTS apI)roxi-

mat|on algorithnl (FAST-LTS) that exi,cut(,s a) al)-

pri)ximately lit(, stone spi,(,d as tit(, standard WICS LS

lilt'till)(|.

Figure 12 details a ('omparis(m of th(, wall signature

('omt)ut('d fl'om th(, various m(qh()(ts, anti Figur(, 13

shows tim resulting t)rimaty ('orr('('ti(ms. At this tim(,

i1o filial ('Oll(qllSiOllS }laX,(, ])Cell dlaWll ('OIl('(Tllillg Ill('

use of robust regression nl(,thods in the WICS ('ode.

Thor(' WOI'('. ]l()Wev('r, St)Ill(' illlt)ortaltt ol)s(,i'vati()llS.

Since tlm mathemati('al nlo(h'l in the WICS ('o(I(' (ref('r

t(i Equation 7) has been re(lu(-ed to a simI)listic repri,-

sentation of th(, flow fieh], usv (if high-break(h)wn point

regression estimators may also result in tit(' insensitiv-

ity t() certain local physical fluid dynamic phenomena

due th(, large residuals produt'(,d when the mat hemal-

ical model cann()t lie forced ti) fit th(' measured data.

Th(' i-oral)|nation of 1his ins(,nsilivit.v (,ffe('t and tim

la(:k of resolution of the wall signature fat" downstreanl

(if tilt, model an(l wake in NTF reslflted ill tile sele('-

tion of a 25'7, breakdown point for th(' LMS. LTS, and

FAST-LTS mi,th()ds. Th(' high-l)r(,akdown t)oint re-

gression nwth()(ls art, anticipated to t)(,rf()rnl ])(,tter for

the \VICS imt)lem(mtation at th(, NASA Langh,y 14-by

22-N)(-)) Sul)soni(' Tunnel (14 x 22) (hw t() a prol)os('d

in('reaso in Ill(' r('s()hll:iOll of th(' wall signatur(, far down

str('aln of th(, mod(,l. Iml)h'nl('ntatiim (if th(, WICS

('ode at 14 x 22 is diseuss('d l)3" Iy(,r and Ev('rhart. -':_

Another illtportant ol)s(wvation was the Sit'OliN agl'O(,-

nil,n! b(,tween all the metho(ls in regions wh(,re litth,

or no separated flow occurred. This in indi('ativ(' of

the gr('at('r un('(wtainty involv('d ixl the ('Oml)utati(m (If

lh)w lit,his with r(,giims of s(,pm'at(,d flow.
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Conclusions

This l)aper makes several gen(,ral ('on('hlsions con-

cerning Ill(, WICS code. The code al)I)rol)riatel.v re-

spon(ts to changes in R%'nolds munb(u. Some qu(,s-

\ion aros(_ as to th(, (:()d(Qs i'(,si)()llS(_ to _[Hch nlHlli)(q"

changes at constant Reynolds mmll)er, but additional

data are re(luired to ful"th(,r investigate the true re-

S ])()II,'-K a .

Fultspan supl)ort systems ahnost always (:rent(,

enough blockage that they must I)e a(:c(}untt,d for by

sore(, method. For sere\st)an models usin_ a stand-
off. a correction to the lift ])ase(l on the standoff is

ne('essary if the st,an(loft lift is pre(ti(:ted to g('nerat(,

more lift than the generalized (:orre('tion accura(:y re-

(luirements allow. Tyl)ically this entails a standoff lift

greater than one-half of the absolute correction ac(:u-

rarv requir('ments or 0.2_ of the model generated lift.

It was also (:onchute(t that there wee(, (:ir(:mnstanres

in which the standard data r(,je('tion algorithln of the

WICS code reje(:ted valid data which ha(l an infiu-
(,n('(, on the sensifiviti(,s of the ('orr(,(:tions. %) m'(fid

this problen_ an altel'nat,, rejection algorithm was pro-

posed. In an atteln])t to ('(mq)let(,ly circumvent the

r(:iection algorithm an evaluation of robust regres._ion
estimators was ])egnn. No fill;t| coil(qllSiOllS w(,r(, lila(tP

for the use of a rol)ust regression method in the W1CS

co(h,, but s(weral findings were l)resent('(l. More anal-

5"sis should I)(, i)erform(,(I to l)rop(wly assess the llse of

these methods in this type of (,nginc(,ring (late analy-
sis.
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